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ABSTRACT

Many multi-billion dollar industries rely on innovations in recom-
mendation space to boost up user-engagement by elevating the user
experience. One such innovation is grouping interactions by “ses-
sions” — which are defined over a time window. The session-based
architectures are designed in a way to capture both the short-term
and long-term generic interests of the user and combines them to
generate top-notch recommendations. However, there are some
shortcomings with the existing methods which we try to address us-
ing a couple of approaches. The existing personalized session-based
recommenders are limited to sessions of the current user and are
ignorant of the insightful item-transition patterns from other users’
historical sessions. Also, they neglect user historical sessions while
modeling user preference, which often leads to non-personalized
recommendations. To address these issues, we implemented a novel
Heterogeneous Global Graph Neural Network method (HG-GNN)
and a Context-aware method - Implicit Session Contexts for Next-
Item Recommendations (ISCON) following [9, 10].

We evaluated the results of our methods on datasets of two different
domains: Reddit and LastFM. We conducted various experiments
which show that the HG-GNN method performed better on the
LastFM dataset whereas the ISCON method performed compara-
tively better on the Reddit dataset.

CCS CONCEPTS

« Information systems — Social recommendation.

KEYWORDS

Session-based Recommendation, Session Contextualization, Per-
sonalization

1 INTRODUCTION

Recommendation systems are widely used in online platforms, as
an effective tool for addressing information overload. Recently, in
some real-world applications (e.g. stream media), recommendation
systems need to focus on the interactions within the active session,
where a user’s session is defined as a sequence of its interactions
with items occurring within a short time period [11, 34].
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Existing session-based recommendation systems are limited to ses-
sions of the current user and are ignorant of the insightful item-
transition patterns from other users’ historical sessions. Also, they
neglect user historical sessions while modeling user preference,
which often leads to non-personalized recommendations. Another
limitation of existing context-aware models, is that they aren’t
able to incorporate session context and while there are some that
do, they require the session context information to be provided
explicitly. The primary objective of our implementation is to do
exploration of these models on two separate datasets, which will
allow us to compare and contrast different methods and potentially
extrapolate the trends of performance between different models
and different datasets. We also have a secondary objective, that is
to make the session-based recommendations more personalized
and at the same time, outperform the current state-of-the-artwork
by injecting context awareness to further strengthen our recom-
mendations.

We address these issues by implementing a novel Heterogeneous
Global Graph Neural Network (HG-GNN) to exploit the item tran-
sitions over all sessions in a subtle manner for better inferring
the user choices from the current and historical sessions. We have
compared the performance of the above-mentioned design with
another design of session-based recommendation systems - Im-
plicit Session Contexts for Next-Item Recommendations (ISCON)
which is context aware. We explored these models on two separate
datasets - Reddit and LastFM. The Reddit Dataset contains tuples
of user names, a subreddit where the user comment to a thread,
and an interaction timestamp. The LastFM Dataset contains the
whole listening habits of nearly 1,000 users collected from LastFM.
The objective of the Reddit dataset was to recommend relevant sub-
reddits to the user and for LastFM, it was to recommend relevant
artists to the users.

Through our implementation of the methods, we were able to
achieve comparable results with the state-of-the-art implemen-
tation on the LastFM dataset. Moreover, the two methods had con-
trasting results on the two datasets, with HG-GNN model perform-
ing better on Lastfm compared to ISCON and the ISCON method
outperforming on Reddit dataset. Experimentally, we also observed
that our split strategy at the user interactions level with the opti-
mal hyperparameter settings was able to give slightly improved
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results compared to the baseline in case of the HG-GNN frame-
work. Additionally, we performed an ablation study to confirm the
effectiveness of the two methods.

Our project in its final form serves as a great benchmark for the
current state-of-the-art methods available in session-based recom-
mendation systems and is built to overcome the existing problems
and would help make the daunting task of recommending relevant
items achievable.

2 LITERATURE SURVEY

Next, we review the related works of session-based recommenda-
tions. Context Aware Methods: A session context (i.e., a user’s
high-level interests or intents within a session) can imply various
aspects such as temporal features [1] and graph-based features.
Session contexts are not explicitly given in most datasets, and im-
plicitly inferring session context as an aggregation of item-level
attributes is crude. Context-aware recommender systems [1] incor-
porate contextual information into their models for capturing user
preferences correctly [16]. Many algorithms assume the context
information is given [1, 6, 8] or perform user- or interaction-level
contextualization [2], not session-level. Few methods [14] are able
to contextualize sessions, but their contextualizations can be inaccu-
rate for sessions with few items or sessions that are not included in
the training, since they do not utilize other session information or
cannot inductively contextualize sessions without model retraining.
Graph neural network-based models [16, 17] also achieve supe-
rior performance by capturing complex transitions of items on a
session-item graph. These models cannot assign implicit contexts
to sessions accurately, predict session contexts, or use the session
contexts for the next-item prediction.

GNN Based Methods: Recent years have seen a surge of inter-
ests in Graph Neural Networks [4, 5] and as a result various GNN
methods have been utilized for improving recommendation system.
Several GNN-based models have been proposed to learn item repre-
sentations for the session-based recommendation [3]. [15] proposed
to construct a multi-relational item graph for session-based behav-
ior prediction. Chen et al. [3] proposed a lossless encoding scheme
that preserved the edge-order for better modeling of the conversion
of sessions to graphs. Additionally, it proposed a shortcut graph at-
tention layer to capture long-range dependencies between items in
the session. GCE-GNN proposed a framework that adopted GNNs
to learn session- level and global-level item embeddings from the
directed session graph and the undirected global item graph, and
integrated the different level item embeddings to generate the final
session embedding. However, these methods fail to consider the
historical user sessions, and mainly focus on the item sequence in
the session, leading to non-personalized recommendations. These
methods only use the sessions of the current user and ignore useful
item-transition patterns from other users’ historical sessions. His-
torical sessions of other users can provide useful item transition
patterns and might help model the current user preference.

3 DATASETS

To accomplish our goals, we plan on using two different datasets —
The Reddit dataset, and the Lastfm dataset. Both datasets have been
used frequently in the creation of session-based recommendation
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systems before, and it is our intention to utilize both in order to
compare the performance of our implementations across different
datasets. We have also done some cleaning by creating a mapping
from the username to user id to be in usable format.

1. Lastfm: The Lastfm dataset, which can be downloaded from:
[Dataset Link], contains the music listening history of around 992
users. We specifically aim to utilize the music artists as the item
for providing the recommendation. We group the interaction items
from the user within 8 hours as a single session following the idea
in [3].

2. Reddit: The Reddit based dataset, which is readily available
through [Dataset Link] contains the subreddit interaction infor-
mation for nearly 20,000 users and around 35,000 unique subreddits
in the form of a tuple (user, subreddit, timestamp). As part of pre-
processing the data, we created the session ids by splitting the inter-
actions on subreddits into different sessions by using a 60-minute
time interval limit taking the idea from [16]. We also filtered out
sessions having less than 3 interactions and kept users having 5
sessions or more to have sufficient historical sessions taking the
inspiration from [11, 18] .

Table 1: Statistics of datasets used in experiments.

Statistic Last.fm Reddit
No. of users 992 21,177
No. of items 50,000 22,498
No. of sessions 702,941 1,337,594
Avg. of session length 10.71 1.77
Sessions per user 708.61 65.05

4 METHODOLOGY

We are exploring 2 different existing methods to solve the task of
personalized session-based recommender systems and will be doing
a comparative study across a couple of datasets:

4.1 Heterogeneous Global Graph Neural
Networks
This will be implemented in 2 stages:

i. Graph Construction: User-item historical interactions edges
are utilized to construct user-item edges in the graph in order
to capture user preference and the potential correlation is
utilized through calculating similar item pairs based on the
global co-occurrence information to construct item edges.
The pairwise item transitions in the session sequence are
also used to construct connections.

ii. Model Architecture : User and Item representations are
encoded using Heterogeneous Global Graph Neural Net-
work (HG-GNN) on the directed heterogeneous global graph
inspired by [5, 12]. The node representations are updated
by aggregating features of neighbors and passing messages
along edges. Finally, a personalized session Encoder is used
to combine the general user preference and temporal in-
terest of the current session. To capture Current preference
learning, an item-level attention mechanism is applied which
dynamically selects and linearly combines different item in-
formation of the current session following [3, 7, 17]. The
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General Preference learning is done by considering the cor-
relation between the items in the current session and user
general embedding learnt from the HGNN layer.

Heterogeneous Global Graph .
Session data User embedding
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Figure 1: HG-GNN Architecture

Hyperparameters : The mini Batch Size used is 512. The ranges
of the hyper-parameters are {32, 64, 96, 128, 256} for embedding
size, {4, 8, 12, 16} for sampling size, and {5, 10, ..., 30} for the number
of similarity items K. For the GNN-based models, we search the
total number of GNN layers in {1, 2, 3, 4}.

Link to Code Repo

We have used this approach because this method is quite useful
for personalized session-based recommendations as it takes into
account item-item, and user-item historical interactions as well as
the co-occurrence of items in creating a graph. Also, in the recom-
mendation algorithm utilizing GNN, both the current and historical
session information is captured to calculate the final session rep-
resentation of a user which helps capture the long-range general
preference of the user as well.

4.2 Inferring Implicit Session Contexts for
Next-item prediction

Context-aware recommendations [1, 6, 8] have also gained attention
as contexts can represent high-quality knowledge about the user’s
interests. A session’s contexts can be used as prior knowledge to
predict items that the user is likely to be interested in the session,
and this can enhance the next-item prediction accuracy.
Session Contextualization is done in 2 steps :

i. Generating session embeddings from a bipartite session-item

multigraph using GraphSAGE [5].
ii. Clustering sessions to identify implicit session context clus-

ters.
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Figure 2: ISCON - Context Prediction
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Predicting the context of a future session and updating the context
of the session in real-time (as new items are observed) can help
guide the next-item prediction task. The session context is predicted
using both long-term and short-term interest vectors obtained using
Bi-Directional LSTMs [13] as well as a trainable user embedding.
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Figure 3: ISCON - Next Item Prediction with Context

For each session, top-K predicted contexts with the highest prob-
ability scores are selected, and concatenated with user’s item-level
interest within a session and user embedding to generate next-item
prediction. We expect improved personalization with user embed-
dings since it is trained only with interactions of that particular
user and is a representation of a user’s overall behavior.

Hyperparameters:

The number of session contexts is 40 and the number of predicted
contexts per session is 3. The user and item embedding sizes are 256
and the contextual embedding size is 32 and the maximum training
epoch is set to 200, a learning rate is set to 0.001, the batch size
is set to 1024, and the maximum sequence length per user is set to 50.

Link to Code Repo

5 EXPERIMENTS AND RESULTS

To answer the following research questions, we conduct experi-
ments on session-based recommendation to evaluate the perfor-
mance of our methods:

¢ RQ1: How do both the designs compare against each other
on various performance metrics.

e RQ2: How do the hyper-parameters influence the effective-
ness of the chosen designs?

¢ RQ3: How do different settings of HG-GNN and ISCON
influence the performance - ablation study?

5.1 Experimental Settings

5.1.1 Task. : Our recommendation objective is to utilize the his-
torical sessions {Sum, Suzzs- s Su”fl} and current session Sy, , of
u; and predict the next item vu:‘lt that the user is most likely to
view/interact with, where 1 is the current session length. Our model
generates a probability score for each item, i.e., § = {gl, G2, - Gy }
where gj; denotes the prediction score of item v;. Additionally, we
explore a context-aware method that contextualizes the sessions to
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capture the user’s general interest and leverage it to improve our
next-item prediction task.

5.1.2  Evaluation Metrics. : To evaluate the recommendation per-
formance, we use 2 widely used metrics: Hit Ratio (HR@k) and
Mean Reciprocal Rank (MRR@K) for k= 5,10 following [16, 17].
These metrics are primarily used for evaluating whether the next
predicted item is relevant or not and whether relevant documents
are ranked higher. The Hit ratio is simply the fraction of users for
which the correct answer is included in the recommendation list
of length k = 5,10 whereas Mean Reciprocal Rank quantifies the
rank of the first relevant item found in the recommendation list
averaged across all users.

5.1.3  Train-Test Data Split. : We use the 80-20 split ratio on user-
specific sessions for creating training and test sets for each user.
We take the last 20% sessions as the test set and the remaining as
the training set. To avoid complications, we filter out sessions from
the test set where the items do not appear in the training set. We
are using 2 cross-validation approaches:

i. By Time - We split the entire dataset in the above-specified
ratio by time. The split by time happens in a way such that
data is split on a globally selected time such that the total
number of interactions are divided in 80-20 split.

ii. By Interactions - We will split the data set for each user
in the above-specified ratio by interactions. The split by
interactions happen in a way such that 80% of the interaction
of a user are in training and the remaining 20% are in test.

We will be comparing the results for both splits across both designs
on various metrics. This will help us realize the benefits and limita-
tions of each method. This will also help us answer, which split is
better for our use case - which is - session-based recommendations.

5.1.4 System Settings. : We are using premium GPUs on Google
Colab (NVIDIA V100/A100 Tensor Core GPUs. Additionally, we
also utilized the COC-ICE-GPU cluster on PACE to run some of our
experiments on Tesla V100 GPUs.

5.2 Model Comparison - RQ1

To demonstrate the overall model performance, we obtained im-
portant observations and compared the results shown in Table 2.
Overall, the performance of each model was drastically different
between each dataset, with the ISCON model performing better on
the Reddit dataset, and the HG-GNN model performing better on
the LastFM dataset.

HG-GNN model outperforms the ISCON model when it comes to
LastFM dataset. In terms of both Hits Ratio@5 and MRR@5 , HG-
GNN outperforms ISCON by around 41% and 42% respectively. This
could be due to the fact that LastFM dataset has a significant num-
ber of items per session which can make specific context generation
difficult. As ISCON model relies on generating session context and
using that to predict context for current session, having longer
sessions can make the task of predicting context difficult. Thus, the
ISCON model performs poorer on this data. Another hypothesis
for better performance of HG-GNN is the superior architecture in
terms of determining co-occurring items using the global graph
which helps in getting more information out of longer sessions.
Comparing the two models on Reddit data set, ISCON was able to
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outperform HG-GNN model. In terms of both Hits Ratio@5 and
MRR@5 , ISCON outperforms HG-GNN model on the subset of
Reddit data with ISCON model achieving a Hits ratio above 0.8 and
MRR above 0.7 which was considerably high when compared to the
HG-GNN model. Since the Reddit dataset has few average items
per session, it can be difficult to generate item — item co-occurrence
for an HG-GNN model, leading to poorer performance. Also the
reddit data set has more number of sessions as compared to the
LastFM dataset, which helps ISCON better contextualize sessions
and learn long-term user preference that ultimately helps predict
the next-item in the current session.

5.3 Hyperparameter Tuning - RQ2

HG-GNN: In this subsection, we perform experiments to explore
how the hyper-parameters like sampling size S and top-K similar
items TopK influence the model performance. These hyperparam-
eters were key to building the global graph based on which user
and item embeddings were learned leveraging the Heterogeneous
Global Graph Neural Networks.

o Effect of sampling size : In the process of building the
global graph, due to calculation efficiency and information
validity, we sample S edges for each item node according to
the weight of the adjacent edges ri, or roy;. Thus, S is the
pivotal hyperparameter for our model.

o Effect of the Top-K similar items : The number of similar
items is another key hyper-parameter for the global graph.
For each item, we select the top-K similar items based on the
global co-occurrence information to construct the similar
edges rsimilar-

o Effect of the data split strategy: As seen from figure 6, it
is pretty evident that better results are obtained when we are
splitting the dataset based on user interactions as compared
to the split based on time.

MRR@10

15
Sampling_size topk_items

Figure 4: Impact of sampling size and Top-k similar items on
Model Performance

ISCON: For our ISCON model, we perform similar experiments
to explore how hyper-parameters such as number of contexts C
and top-k predicted contexts K influence the model performance.
For the process of finding the optimal number of implicit context
C for ISCON, we employed an iterative method to look through a
range of integers until we found an optimum. During the process,
we found that although there is little to no change in the evaluation
metrics for next-item prediction, we saw noticeable difference in
the evaluation metrics for context-prediction. We think that this
can be attributes to larger clusters formation during K-Means which
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Table 2: Experimental results (%) of different models in terms of HR@5, 10, and MRR@?5, 10 on the two datasets

Model LastFM Reddit
HR@5 HR@10 MRR@5 MRR@10 HR@5 HR@10 MRR@5 MRR@10
HG-GNN 13.25 19.54 7.34 8.17 27.3 43.7 15.85 18.35
ISCON 9.37 14.40 5.18 5.83 81.47 85.72 71.12 71.70

wRR@10
HTS@10
0

Figure 5: Impact of total number of contexts and top K con-
texts on Model Performance

HITS@S and MRR@S computed at each epoch for different types of split

split type
13.2{ — tme

spiit_type
— time

s 10 2 s 10

6 6
epoch_number epoch_number

Figure 6: Impact of how we split the data ?

helps in grouping similar sessions with the same implicit context.
Thus we were able to achieve an optimal value of C = 30. A similar
iterative process was employed for finding the top-k predicted con-
texts to use for next-item prediction. Throughout the process, little
to no change was observed in the evaluation metrics for context
and next-item prediction. For our use case we were able to find
K =3 to be an optimal value as 3 contexts instead of only one con-
text increases the breadth of predictions and prevents erroneous
predictions due to wrong context predictions.

5.4 Ablation and Effectiveness Analyses - RQ3

In this subsection, we conduct some ablation studies on the chosen
models to investigate the effectiveness of some designs.

5.4.1 HG-GNN.

e Impact of critical components : Here , we do a surgical
analysis to understand the impact of General Preference
Learning (GPL) and Current Preference Learning (CPL) on
the overall model performance with the set of hyperparam-
eters yielding best results. GPL method helps us capture
the long-term interest of the user and is learned through
the Graph neural network whereas CPL method leverages a
session encoder with an attention mechanism to model the
current interest of the user. Thus, based on the results of the

54.2

40 4

ablation study (as shown in Table 3), we could say that the
CPL model is quite critical to the model’s performance as
the performance takes quite a dip in its absence. The GPL
model appears to be not that significant though.

Table 3: Impact of different layers of HG-GNN on LastFM

Model Setting HR@5 HR@10 MRR@5 MRR@10

w/o CPL module 12.64 18.92 7.01 7.83

w/0 GPL module 13.23 19.56 7.34 8.17

HG-GNN 13.25 19.54 7.34 8.17
ISCON.

o Session Context Evaluation : Here, we verify the correct-

ness of the derived session contexts. Since there is no ground-
truth session context information available, we conduct a
manual verification. We first choose the top-10 clusters by
size. For each cluster, we select the 100 sessions closest to
the cluster center in the embedding space. After that, we
analyze the items (posts) in the sessions of each cluster and
manually verify if the sessions are semantically similar. If
they are, we assign a context to the cluster. Figure 4 shows a
visualization of session contexts found on the Reddit dataset,
where each data point is a session, and its color represents
its cluster. As shown in the figure, we find distinct contexts
of session clusters like Trading, Music, and News topics.
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Figure 7: ISCON - Next Item Prediction with Context
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6 CONCLUSION

We approached the problem of personalized session-based recom-
mendation systems using two methods - HG-GNN and ISCON.
Although the 2 models performed decently well when compared to
the state-of-the-art results, but there were a few shortcomings that
we look to address in our future work. Firstly, the implemented
models suffered from computational constraints and it was not pos-
sible to run them for the entire Reddit dataset using the coc-ice-gpu
cluster. The reason being that the codebases were not designed
for multi-GPU support. Secondly, the two methods performed dif-
ferently on the two datasets of different domains with the ISCON
model performing well on the Reddit dataset whereas the HG-GNN
method performing well on the LastFM dataset. This highlights the
importance of designing models that are domain adaptive and have
inductive capability.

Owing to the above limitations, our target would be to augment
our codebase for multi-GPU support that would lend us scalability.
Our future scope would also be to explore different architectures
that are domain adaptive and would help us enhance robustness.
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